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Abstract

In a seminal paper Studden (1968) characterized c-optimal designs in regression

models, where the regression functions form a Chebyshev system. He used these

results to determine the optimal design for estimating the individual coefficients in a

polynomial regression model on the interval [−1, 1] explicitly. In this note we identify

the optimal design for estimating the individual coefficients in a polynomial regression

model with no intercept (here the regression functions do not form a Chebyshev

system).
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1 Introduction

Consider the common polynomial regression model of degree n with no intercept

Yi = (xi, x
2
i , . . . , x

n
i )>θ + εi, i = 1, . . . , N, (1.1)

where ε1, . . . , εN denote independent random variables with E[εi] = 0; Var(εi) = σ2 >

0 (i = 1, . . . , N), θ = (θ1, . . . , θn)> ∈ Rn is a vector of unknown parameters and the

explanatory variables x1, . . . , xN vary in the interval [−1, 1]. An (approximate) optimal

design minimizes an appropriate functional of the (asymptotic) covariance matrix of the

statistic
√
Nθ̂, where the θ̂ denotes the least squares estimate of the parameter θ in the

regression model (1.1) [see Silvey (1980) or Pukelsheim (2006)]. Numerous authors have

worked on the problem of determing optimal designs in this model, where the main focus is

on the D- and E-optimality criterion corresponding to the minimization of the determinant

and maximum eigenvalue of the (asymptotic) covariance matrix of the least squares estimate

[see Huang et al. (1995); Chang and Heiligers (1996); Ortiz and Rodŕıguez (1998); Chang

(1999); Fang (2002) or Li et al. (2005)]. While these problems have been nowadays well

understood there exist basically no solutions of the optimal design problem for other type

of optimality criteria.

In the present note we add to this literature and determine explicitly the approximate (in

the sense of Kiefer (1974)) optimal design for estimating the individual coefficients in a

polynomial regression model with no intercept on the interval [−1, 1]. The corresponding

optimality criteria are special cases of the well known c-optimality criterion which seeks

for a design minimizing the variance of the best linear unbiased estimate of the linear com-

bination c>θ in model (1.1), where c ∈ Rn is a given vector. In a seminal paper Studden

(1968) characterizes c-optimal designs in regression models with regression functions form-

ing a Chebyshev system. As an application he found the optimal designs for estimating

the individual coefficients in a regression with intercept, that is Yi =
∑n

`=0 θ`x
`
i + εi. It is

also indicated in Studden (1968) that in general the solution of the c-optimal design prob-

lem is an extremely difficult one, in particular if the regressions functions do not form a

Chebyshev system, such as in model (1.1), if the explanatory variable varies int he interval

[−1, 1].

In Section 2 we introduce the basic optimal design problem and review a geometric charac-

terization of c-optimal designs. The main result can be found in Section 3 where the optimal

designs for estimating the individual coefficients in polynomial regression model with no

intercept are determined explicitly and the theory is illustrated by several examples.
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2 c-optimal designs

Following Kiefer (1974) we call a probability measure

ξ =

(
x1 x2 · · · xm
ω1 ω2 · · · ωm

)
(2.1)

with finite support x1, . . . , xm ∈ [−1, 1] and corresponding weights ω1, . . . , ωm an approxi-

mate design on the interval [−1, 1]. We define

f(x) = (x, . . . , xn)> (2.2)

as the vector of regression functions in the polynomial regression model (1.1), and by

M(ξ) =

∫ 1

−1
f(x)f>(x)ξ(dx)

the information matrix of the design ξ. The interpretation of ξ and M(ξ) is as follows. If

an experimenter takes n1, . . . , nm observations at the experimental conditions x1, . . . , xm,

respectively, N =
∑m

i=1 ni denotes the total sample size and ni/N converge to ωi (i =

1, . . . ,m), then the asymptotic covariance matrix of the scaled least squares estimate
√
Nθ̂

in the regression model (1.1) is given by σ2M−1(ξ), where σ2 is the variance of the errors. An

approximate optimal design minimizes a functional of the matrix M−1(ξ) (or more generally

of a generalized inverse M−(ξ)), which is called optimality criterion in the literature [see

Silvey (1980) or Pukelsheim (2006)].

In this paper we investigate a special case of the c-optimality criterion, which is defined by

Φc(ξ) =

c>M−(ξ)c if there exists a vectorv ∈ Rn such that c = M(ξ)v; ,

∞, otherwise
(2.3)

for a given vector c ∈ Rn. In the first case the design ξ is called admissible for estimating

the linear combination c>θ in the regression model (1.1) and the value of the quadratic

form does not depend on the choice of the generalized inverse [see Pukelsheim (2006)].

The criterion (2.3) corresponds to the minimization of the asymptotic variance of the best

linear unbiased estimate for the linear combination c>θ. In particular for the pth unit

vector ep = (0, . . . , 0, 1, 0, . . . , 0)> ∈ Rn we obtain e>p θ = θp and the ep-optimal design

minimizes the asymptotic variance of the best linear unbiased estimate for the coefficient

θp corresponding to the monomial xp in the polynomial regression model with no intercept

(p = 1, . . . , n). Throughout this paper we denote the optimal design with respect to the

criterion Φep , which is obtained from (2.3) for c = ep as ep-optimal design or optimal design

for estimating the coefficient θp in the polynomial regression model with no intercept.
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We conclude this section with a geometric characterization of c-optimal designs called

Elfving’s theorem [see Elfving (1952)], which will be used in Section 3. A proof can be

found in Dette et al. (2004).

Theorem 2.1 An admissible design ξ∗ for estimating the linear combination c>θ with

support points x1, x2, . . . , xm and weights ω1, ω2, . . . , ωm is c-optimal if and only if there

exists a vector u ∈ Rd and a constant h such that the following conditions are satisfied:

(1) |u>f(x)| ≤ 1 for all x ∈ X ;

(2) |u>f(xi)| = 1 for all i = 1, 2, . . . ,m ;

(3) c = h
∑m

i=1 f(xi)ωiu
>f(xi).

Moreover, in this case we have c>M−(ξ∗)c = h2.

3 Optimal designs for estimating individual coefficients

in models with no intercept

For the polynomial regression model with no intercept the function u>f in Theorem 2.1 is of

the form u>f(x) =
∑n

`=1 b`x
`. This function will be called extremal polynomial throughout

this paper. From Theorem 2.1 it follows that the support points of the ep-optimal design

are the extremal points of a - in some sense - optimal polynomial. In fact it is possible to

identify these optimal polynomials explicitly. For this purpose let

Ts(x) = cos(s arccos(x))

denote the sth Chebyshev polynomial of the first kind [see Szegö (1975)] and consider the

polynomials

T2k−1(x) , T2k+1(x) (3.1)

and the polynomial

E2k(x) = Tk

(
(x2(1 + cos

π

2k
)− cos

π

2k
)
)
. (3.2)

It is easy to see that T2k−1 and T2k+1 have exactly 2k and 2k + 2 extremal points, which

are denoted by s1 < s2 < . . . < s2k and x1 < x2 < . . . < x2k+2, respectively. Note that

these points are given explicitly by

si = cos
( (2k−i)π

n

)
(i = 1, 2, . . . , 2k), xi = cos

( (2k+2−i)π
2k+1

)
(i = 1, 2, . . . , 2k + 2). (3.3)
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Similarly, the polynomial E2k in (3.2) has 2k extremal points t1, . . . , t2k, which are given

by

ti = −

√
cos (i−1)π

k
+ cos π

2k

1 + cos π
2k

, t2k+1−i =

√
cos (i−1)π

k
+ cos π

2k

1 + cos π
2k

, i = 1, . . . , k (3.4)

Finally for a given set of support points of a design, say t∗1, . . . , t
∗
m, we define for i = 1, . . . ,m

L̄i(x) =
x
∏

j 6=i(x− t∗j)
t∗i
∏

j 6=i(t
∗
i − t∗j)

(3.5)

as the ith Lagrange basis interpolation polynomial without intercept corresponding to the

nodes t∗1, . . . , t
∗
m (note that the degree of L̄i(x) is m). The main result of this paper is the

following.

Theorem 3.1 Consider the polynomial regression model of degree n ≥ 1 with no intercept.

(a) If n = 2k+ 1 or n = 2k for some k ≥ 1 and p is even, then there exists an ep-optimal

design supported at the extremal points t1, . . . , t2k of the polynomial E2k(x) defined in

(3.4).

(b) If n = 2k and p is odd, then there exists an ep-optimal design supported at the extremal

points s1, . . . , s2k of the polynomial T2k−1(x) defined in (3.3).

(c) If n = 2k + 1 and p = 1 then there exist exactly two ep-optimal designs with 2k + 1

support points: one design with support x2, . . . , x2k+2 and the other design with support

points x1, . . . , x2k+1.

If n = 2k+ 1 and p is odd, p > 1 then there exist exactly two ep-optimal designs with

2k + 1 support points. One design with support points x1, . . . , xk, xk+2 . . . , x2k+2 and

the other design with support points x1, . . . , xk+1, xk+3 . . . , x2k+2.

The weights ω1, . . . , ωm at the support points t∗1, . . . , t
∗
m of the ep-optimal design are given

by the formula

ωi =
|ai,p|∑m
j=1 |aj,p|

, i = 1, . . . ,m, (3.6)

where m = 2k in cases (a) and (b), m = 2k+ 1 in case (c) and ap,i is the coefficient of the

monomial xp in the polynomial L̄i defined in (3.5) (i = 1, . . . ,m).

Proof. We first consider assertion (a) and use Theorem 2.1 with the polynomial u>f(x) =

E2k(x) defined in (3.2). The properties (1) and (2) are obviously fulfilled and it remains
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to show that condition (3) holds for some nonnegative weights ωi, i = 1, 2, . . . , 2k. This

condition reads as follows

δqp = h
2k∑
i=1

tqiωiE2k(ti) , q = 1, . . . , 2k + 1, (3.7)

where δqp denotes Kronecker’s symbol. We show that a solution is in fact possible under

the symmetry assumption ω2k−i+1 = ωi, i = 1, 2, . . . , k. Observing that

E2k(ti) = E2k(t2k−i+1), (3.8)

t2q+1
i = − (t2k−i+1)

2q+1 , q = 0, 1, . . . , k (3.9)

we see that the condition (3.7) is obviously satisfied for odd exponents (note that p is even)

Consequently, it remains to show that there exist nonnegative weights ω1, . . . , w2k such that

h

2k∑
i=1

t2qi ωiE2k(ti) = δ2q,p,

which reduces using the symmetries in (3.8) and (3.9) to

h
k∑
i=1

t2qi ωiE2k(ti) =
1

2
δ2q,2p, q = 1, . . . , k (3.10)

for some constant h .

For this purpose we introduce the notation β̃ = (β1, . . . , βk)
>, where βi = hωiE2k(ti), and

ẽp/2 = (0, . . . , 0, 1/2, 0, . . . , 0)> ∈ Rk, where 1/2 is in the p/2 position (recall that p is even)

and rewrite the equations in (3.10) as follows

Fβ̃ = ẽp/2,

where the matrix F is defined by F =
(
t2qi
)k
q,i=1

. Because the functions t2, t4, . . . , t2k

generate a Chebyshev system on the interval (−1, 0), the matrix F is non-singular and the

elements of F−1 are alternating in sign. Consequently, the components of the vector

β̃ = F−1ẽp/2

are also alternating in sign and the corresponding weights ωi = βi/(hE2k(ti)) are positive,

which completes the proof of assertion (a).

Next we consider assertion (b) , where n = 2k and p is odd. A direct calculation shows

that properties (1) and (2) are fulfilled for the polynomial u>f(x) = T2k−1(x). Again we

have to prove the existence of nonnegative weights ωi, i = 1, . . . , 2k satisfying part (3) of
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Theorem 2.1. We consider first the equations corresponding to even exponents and note

that for arbitrary ωj, i = 1, . . . , 2k, satisfying ω2k−i+1 = ωi, i = 1, . . . , k we have

2k∑
i=1

s2qi ωiT2k−1(si) = 0, q = 1, . . . , k,

where we used the symmetry properties

T2k(si) = −T2k−1(s2k−i+1), s
2q
i = (s2k−i+1)

2q , q = 0, . . . , k.

Therefore it remains to consider the equations corresponding to odd exponents, i.e. there

exist nonnegative weights ωi, . . . , ω2k such that ωi = ω2k−i+1, i = 1, . . . , k and

h

2k∑
i=1

s2q−1i ωiT2k−1(si) = δ2q−1,p, q = 1, . . . , k,

which reduce (observing the symmetry properties) to

h
k∑
i=1

s2q−1i ωiT2k−1(si) =
1

2
δ2q−1,p

for some nonnegative ωi, i = 1, . . . , k,. With the notation β̃ = (β̃1, . . . , β̃k), where hβ̃i =

ωiT2k−1(si), and ẽ(p−1)/2 = (0, . . . , 0, 1/2, 0, . . . , 0)> ∈ Rk, where the non-vanishing entry

1/2 is in the (p− 1)/2 position, we rewrite these equations in matrix form

Fβ̃ = ẽ(p−1)/2,

where F =
(
s2q−1i

)k
q,i=1

. Note that the functions t, t3, . . . , t2k−1 generate a Chebyshev system

on the interval (−1, 0). Consequently, the matrix F is non-singular and the elements of

F−1 are alternating in sign. This implies that the components of the vector

β̃ = F−1ẽ(p−1)/2

are also alternating in sign and the corresponding weights ωi = βi/(hT2k−1(s2i−1)) are

positive.

In order to prove part (c) we use the polynomial u>f(x) = T2k+1(x) as an extremal poly-

nomial in Theorem 2.1 as it satisfies conditions (1) and (2) of this theorem. Consequently,

the points x1, . . . , x2k+2 in (3.3) are potential support points of the ep-optimal design. We

now choose 2k + 1 points t∗1, t
∗
2, . . . , t

∗
2k+1 from the extremal points as described in part (c)

of Theorem 3.1.
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By Theorem 2.1 a design with weights ω1, ω2, . . . , ω2k+1 at the points t∗1, t
∗
2, . . . , t

∗
2k+1 is

ep-optimal if

ep = hFβ, (3.11)

for some constant h, where β is a (2k + 1)-dimensional vector with components βi =

u>f(t∗i )ωi = T2k+1(t
∗
i )ωi (i = 1, . . . , 2k + 1) and F = (f(t∗1), . . . , f(t∗2k+1)). Observing the

identity F−1F = I2k+1 (here I2k+1 is the identity matrix) it follows

e>i F
−1f(t∗j) = δij (i, j = 1, . . . , 2k + 1).

As these equations characterize the ith basis Lagrange interpolation polynomial with knots

t∗1, . . . , t
∗
2k+1 we have for any point z ∈ R

e>i F
−1f(z) = L̄i(z) = a>i f(z) , i = 1, . . . , 2k + 1,

where

ai = (F−1)>ei = (ai,1, . . . , ai,2k+1)
> (3.12)

is the vector of coefficients of the ith basis Lagrange interpolation polynomial (i = 1, . . . , 2k+

1). Therefore we obtain for the solution of (3.11)

hβ = F−1ep = (a1,p, . . . , a2k+1,p)
T

or equivalently (since βi = ωiT2k+1(t
∗
i ))

hβi = hωiT2k+1(t
∗
i ) =

1

p!

dp

dpz
L̄i(z)

∣∣∣
z=0

= ai,p , i = 1, . . . , 2k + 1. (3.13)

Therefore the representation (3.6) follows if T2k+1(t
∗
1)a1,p, . . . , T2k+1(t

∗
2k+1)a2k+1,p have the

same sign. In this case part (3) of Theorem 2.1 is also satisfied (as we can solve (3.11) with

positive weights) and the part (c) of Theorem 3.1 proved. For a proof of this property we

now consider the different cases in Theorem 3.1 separately.

First consider the case p = 1 and let t∗1, . . . , t
∗
2k+1 be either x1, . . . , x2k+1 or x2, . . . , x2k+2.

Note that in this case either the smallest point −1 or the largest point 1 has been deleted

from the whole set of the extremal points of the Chebyshev polynomial T2k+1(x). A direct

calculation by Vieta’ formulas gives for the ith coefficient of the polynomial (3.5)

ai,1 =

∏2k+1
j=1 t∗j

(t∗i )
2
∏

j 6=i(t
∗
i − t∗j)

, i = 1, . . . , 2k + 1,

(note that the polynomial L̄i(z) = aTi f(z) in (3.5) has the roots t∗1, . . . , t
∗
2k+1 and 0). As the

sign of the denominator is alternating with i and the sign of T2k+1(t
∗
i ) is also alternating

with i it follows that all products T2k+1(t
∗
i )ai,1 have the same sign, i = 1, 2, . . . , 2k+1 (note
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that the numerator does not depend on i).

In the case where p = 2l+ 1 > 1 is odd the argument is very similar. Here let t∗1, . . . , t
∗
2k+1

be either x1, x2, . . . , xk, xk+2, . . . , x2k+2 or x1, x2 . . . , xk+1, xk+3, . . . , x2k+2. This means that

in this case one of the two points with minimal distance to 0 has been deleted from the set

of the extremal points of T2k+1(x). By the Vieta’ formulas we obtain for the ith coefficient

of the polynomial L̄2l+1(z) in (3.5) the representation

ai,2l+1 = −

∑
1≤j1<j2<...<j2l≤2k+1

j1,...,j2l 6=i

∏2l
s=1 t

∗
js

t∗i
∏

j 6=i(t
∗
i − t∗j)

, i = 1, . . . , 2k + 1

(note that one of the roots is equal to 0) and the symmetry of the roots yields

ai,2l+1 = −

∑
1≤j1<j2<...,jl≤k+1
j1,...,jl 6∈{i,2k+2−i}

∏l
s=1(t

∗
js)

2

t∗i
∏

j 6=i(t
∗
i − t∗j)

, i = 1, . . . , 2k + 1.

Now it can be easily checked that T2k+1(t
∗
1)a1,2l+1, . . . T2k+1(t

∗
2k+1)a2k+1,2p+1 have the same

sign. These arguments complete the proof of part (c) of Theorem 3.1.

Finally, it remains to show the representation (3.6) for the weights in the case (a) and (b).

We omitt the details here as this can be done in a similar way as in the proof of part (c)

of Theorem 3.1. �

Example 3.1 We determine the optimal designs for estimating the individual coefficients

in a cubic regression with no intercept. For this purpose let P (x) be an extremal polynomial

from Elfving’s theorem.

(a) If p = 1 we can use part (c) of Theorem 3.1. The extremal polynomial is given by

P (x) = x3 − 3
4
x with extremal points −1, −1

2
, 1

2
and 1. There exist two 3-point

e1-optimal designs. One with masses 1
9
, 2

3
and 2

9
at the points −1, −1

2
, and 1

2
and the

other one with masses 2
9
, 2

3
and 1

9
at the points −1

2
, 1

2
and 1.

(b) If p = 2 we can use part (a) of Theorem 3.1. Consequently, there exists a unique

e2-optimal design supported at 2 points, that is(
−1 1
1
2

1
2

)
.

In this case the corresponding extremal polynomial is not unique and given by P (x) =

x2 − qx+ qx3, where q ∈ [−1, 1].
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(c) If p = 3 we can again use part (c) of Theorem 3.1. The extremal polynomial is given

by P (x) = x3 − 3
4
x with extremal points −1, −1

2
, 1

2
and 1. There exist two 3-point

e3-optimal designs. One with masses 1
12

, 2
3

and 1
4

at the points −1, 1
2
, and 1 and the

other one with masses 1
4
, 2

3
and 1

12
at the points −1, −1

2
and 1.

Example 3.2 We determine the optimal designs for estimating the individual coefficients

in a polynomial regression model of degree four with no intercept. Note that in this case

Theorem 3.1(a) for p = 2, 4 and Theorem 3.1(b) for p = 1, 3 are applicable. Consequently

the ep-optimal designs are always unique

(a1) If p = 2, the extremal polynomial is given by P (x) = x4−2(
√

2−1)x2 and the unique

4-point optimal design for estimating the coefficient of x2 is given by(
−1 −

√√
2− 1

√√
2− 1 1

√
2

8
√
2+8

3
√
2+4

8
√
2+8

3
√
2+4

8
√
2+8

√
2

8
√
2+8

)
.

(a2) If p = 4, the extremal polynomial is given by P (x) = x4−2(
√

2−1)x2 and the unique

4-point optimal design for estimating the coefficient of x4 is given by(
−1 −

√√
2− 1

√√
2− 1 1

√
2

4
√
2+4

√
2+2

4
√
2+4

√
2+2

4
√
2+4

√
2

4
√
2+4

)
.

(b1) If p = 1 , the extremal polynomial is given by P (x) = x3− 3
4
x and the unique 4-point

optimal design for estimating the coefficient of x1 is given by(
−1 −1

2
1
2

1
1
18

4
9

4
9

1
18

)
.

(b2) If p = 3 , the extremal polynomial is given by P (x) = x3− 3
4
x and the unique 4-point

optimal design for estimating the coefficient of x3 is given by(
−1 −1

2
1
2

1
1
6

1
3

1
3

1
6

)
.

Note that this design is also optimal for estimating the coefficient of x3 and in a cubic

regression with intercept [see Dette (1990)].
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