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a b s t r a c t

The role of neuroscience for the understanding of cognitive processes is a matter of controversial discus-
sions. While it is widely accepted that neuroscientific data do contribute to theories on cognition in some
way, their specific value is most often not explicitly described. One central issue is the validity of the infer-
ence from neuroscientific data to underlying cognitive processes, which depends on the characteristic
properties of the respective neuroscientific method. In the first part of this review, we discuss the condi-
tions under which data from functional MRI (fMRI), surface EEG, and intracranial EEG recordings may be
urface EEG
ntracranial EEG

interpreted with respect to associated cognitive processes. We will show that due to the different signal
characteristics in each domain, cognitive processes at different levels can be captured. In the second part,
we address the specific contribution made by neuroscientific data to the understanding of cognition. We
show that neuroscientific findings may move beyond psychological theories based on purely behavioral
data in several respects, which again depend on the imaging modality. Taken together, we suggest that
neuroscientific data contribute to the understanding of cognition by adding specific biological constraints

.

and by extending the explanatory potential of psychological theories.

© 2009 Elsevier B.V. All rights reserved
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f this brain region (e.g., [71,32,26]), and electrophysiological find-
ngs may be related to the rapid synaptic plasticity in this region
22,3]; activation of the prefrontal cortex during maintenance of
tems in working memory (WM) reveals the functional relevance
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of reverberatory activity within dopaminergic prefrontal networks
(e.g., [51,75]); and so on. From this perspective, the brain is just one
– though particularly complex – organ of the human body whose
physiology can be investigated similar to that of, e.g., the liver.
Therefore, cognitive neuroscience may be understood as one excit-
ing sub-discipline within the larger field of physiology. Importantly,
the main question of this scientific branch is to understand the func-
tional organization of the brain at its various levels, from molecular
biology to cells and neural assemblies and finally to the entire brain
7. The specific relevance of neural data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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1. Do we need neural data?

Studies in cognitive neuroscience, like in all branches of neu-
roscientific research, may tell us a lot about how the brain works.
For example, the activation of the hippocampus during long-term
memory (LTM) encoding provides information about the function
– the focus is thus not on understanding cognitive processes per se.
In addition to this physiological point of view, knowledge about
the functional role of a brain region may be extremely important
for clinical purposes, e.g., for the interpretation of neuropsycholog-
ical symptoms in a patient with brain lesions or for the prediction
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f the neuropsychological outcome of neurosurgical interventions.
rom this clinical perspective, cognitive neuroscience can be seen
s an important tool among a wide range of other clinical methods.
esults from cognitive neuroscience are complementary to neu-
opsychological studies in patients with brain lesions, because they
eveal brain regions which participate in a task during physiolog-
cal functioning. Neuropsychological results, in contrast, indicate

hether a certain brain region is necessary for a task, which may
iffer from the brain regions contributing to this task under normal
onditions. For example, a large network of brain regions shows an
nhanced BOLD response during verbal memory tasks, although not
ll of these regions are crucial for task performance – lesions in at
east some of them do not deteriorate task performance, for exam-
le due to reorganization of cognitive functions. However, apart
rom these physiological and clinical viewpoints, it is still a debated
uestion whether neuroscience can also teach us something about
he cognitive processes themselves (e.g., [34,17]) and, in case a gen-
ral relevance of neuroscience is admitted, how the contribution of
euroscientific results to cognitive science can be specified.

In this review, we will first consider a functionalist perspec-
ive on cognition, namely that cognitive processes may in principle
e studied independently from their specific implementation (in
he brain, in computers, robots etc.). From this view, the criterion
or the question whether neuroscientific results are informative
or cognition is whether these results allow to infer specific cog-
itive processes. We will discuss the specific problems of this

nference for two important techniques in cognitive neuroscience,
unctional MRI (fMRI) and EEG (including scalp and invasive elec-
rophysiological recordings). Our arguments will be mainly based
n results from memory research, because this is the authors’ main
eld of research; in principle, however, the arguments in this sec-
ion also apply to other domains of cognitive neuroscience. The
mpirical studies cited are just examples and by no means rep-
esent a complete overview of the respective fields of research.
ext, we will consider the specific contribution of neuroscientific

esults to the understanding of cognition and show that these
ontributions are substantially different (complementary) as com-
ared to the contribution of data from behavioral research. These
rguments principally question a purely functionalist perspective,
ecause they suggest that a full understanding of cognitive pro-
esses in humans requires to take the biological foundations of
uman behavior into account.

The relevance of neuroscientific data for the understanding of
ognitive processes has been already discussed in a number of pre-
ious articles; in 2006, the entire issue 3 of the journal “Cortex”
as devoted to this question. Here, we move beyond this more

eneral discussion by focusing on two particular questions: First,
nder which conditions is the inference from neuroscientific data
o cognitive functions valid in two important domains of cognitive
euroscience; second, what specific contribution do neural data

rom these domains make to the understanding of cognitive theo-
ies (that cannot come from behavioral data alone).

. The functionalist point of view

Functionalism can be defined as the view “[. . .] that what makes
mental state the type of state it is – a pain, a smell of violets, a
elief that koalas are dangerous – is the functional relations it bears
o the subject’s perceptual stimuli, behavioral responses, and other

ental states.” [47]. The lack of reference to brain processes in this
redominant perspective in cognitive science thus implies that a

iven cognitive process may be “implemented” in various differ-
nt ways, not only in the brain but also in computer simulations,
obots etc. Historically, among the first proponents of this idea were
ilary Putnam [56] and Jerry Fodor [27]. Based on a parallelization
f cognitive processes and computer simulations, they suggested
in Research 200 (2009) 1–6

that both could be understood without reference to their particular
physical realization. The motivation for this theory came from a cri-
tique of the “identity theory” (e.g., [69]), stating that mental states
are identical with their specific neurophysiological realization; Put-
nam and Fodor argued that the same mental states may also occur
in other organisms with complete different biological properties, or
even in artificial systems. Coming from a computer science back-
ground, David Marr [49] argued in a similar vein that the algorithms
computed by the brain should be analyzed prior to an investigation
of their implementation. In a strong version of this perspective,
knowledge about brain processes is entirely irrelevant for the
understanding of cognitive processes, because these cognitive pro-
cesses can similarly occur in brains, computers, robots etc. There-
fore, the biological details of the brain’s architecture and physiology
do not play a role in the explanation of cognition – they are just one
among many other ways how cognitive processes can be realized. As
a result, psychological theories (e.g., on the limited capacity of the
WM store) can be established without any reference to the brain.

3. The neuroscientific point of view

Proponents of the relevance of neuroscientific data for the
understanding of cognitive processes argue that information about
the neural basis of a specific task provides additional information
about the cognitive processes during this task. Such a neural basis
is typically defined either in terms of an increased recruitment
of a certain brain region during a task (in the case of techniques
with a high spatial but relatively low temporal resolution such as
fMRI and PET), or in terms of electrophysiological markers of neu-
ral activity (in the case of scalp EEG or MEG recordings, which can
be generally conducted in human subjects, and in the case of inva-
sive electrophysiological recordings, which are restricted to specific
patient populations). For example, if during an fMRI experiment
the blood oxygen level dependent (BOLD) response in the occip-
ital cortex is more pronounced during one condition of a task as
compared to another, this is taken as evidence for a more intense
visual processing in this condition; activation of the hippocampus is
interpreted as showing encoding into or retrieval from declarative
LTM; and so on. Furthermore, the time course of neural processing
during a task can be investigated with high temporal, but relatively
low spatial resolution by scalp and intracranial EEG recordings. In
contrast to fMRI, scalp EEG recordings are only suited for the investi-
gation of neocortical activity and do not allow to explore deep brain
structures such as the hippocampus. Intracranial EEG recordings in
specific patients populations can be used to study the activity of
local networks of neurons and even of single cells, allowing for an
even closer linkage from cognition to more mechanistic approaches
to brain function such as the investigation of synaptic plasticity dur-
ing learning in animals. In the following, we will focus on fMRI and
EEG and discuss their contribution to an understanding of cognitive
functions; the same arguments apply also for related methodolo-
gies (e.g., PET instead of fMRI; MEG instead of EEG). The validity of
the inference from neuroscientific activation patterns to cognitive
processes – what has been called “structure-to-function induction”
[34] – depends on the specificity of these activation patterns with
regard to the investigated cognitive processes. We will thus discuss
to what extent results from fMRI, scalp EEG and intracranial elec-
trophysiology can be considered specific with respect to cognitive
processes.
4. General problems of neuroimaging and
neurophysiological studies

Both in functional MRI and in EEG studies, the interpretation
of the results with regard to the involvement of a specific cogni-
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ive process is hampered by the fact that these results may occur
n a large number of tasks, so that they are in no way specific for
nly one cognitive process (this point has already been highlighted
n previous reviews, e.g., [12,2]). It is even possible that activity

ithin a certain brain region supports completely opposing func-
ions depending on the specific context of a task. For example,
hile activation of the dorsolateral prefrontal cortex is associated
ith impaired LTM encoding of individual items [55,14], it predicts

uccessful memory formation during relational manipulations of
ultiple items [6]. Similarly, activation of the parahippocampal cor-

ex during WM maintenance is predictive for subsequent memory if
he WM task is executed successfully [64,4], but is associated with
ubsequent forgetting during unsuccessful attempts to complete
he WM task [4]. In other words, the relationship between a BOLD
esponse in a particular region and cognitive processes varies and
an even reverse depending on the specific context. Therefore, in
any cases the interpretation of activity in a certain brain region

equires to take the context into account, which is primarily defined
y specific task demands or behavioral outcome (i.e. by associated
ndependent or dependent variables).

It can be argued that this “context” is also reflected in the entirety
f neural activity, and possibly also in the pattern of BOLD activa-
ions in the brain. This context pattern of activity may, for instance,
e investigated using bivariate (e.g., [31,59]) or multivariate (e.g.,
33,53]) measures of BOLD activity. In the above example of the
quivocal link between BOLD activity in the parahippocampal cor-
ex and LTM formation, we used the single-beta series correlation

ethod of Rissman et al. [59], which revealed that the relevant
ehavioral context (successful or unsuccessful conduction of the
M task) was related to the correlation of parahippocampal activ-

ty with activity in adjacent brain regions: while this correlation
as high during successful conduction of the WM task, suggesting

ntegrated and well-controlled neural processing, it was signifi-
antly reduced during unsuccessful attempts to complete this task
4]. The ambiguous relationship between parahippocampal BOLD
ctivity and memory formation could thus be resolved by taking
he correlation of this activity with adjacent BOLD responses into
ccount.

. Specific contribution and problems of fMRI

Functional MRI is currently the most widely used technique
n cognitive neuroscience and has been applied to studying vir-
ually all types of cognitive functions. Its major advantages are
hat it can be readily applied to healthy human subjects due to
ts non-invasiveness, that it has a relatively high spatial resolu-
ion in the order of several millimeters, and that it allows for the
imultaneous investigation of the entire brain, including deep sub-
ortical structures such as the hippocampus or the basal ganglia.
ata from fMRI studies rely on the BOLD signal, which depends
n blood oxygenation and perfusion and thus on regionally spe-
ific modifications of brain metabolism and energy supply. While
his relatively direct connection to energy consumption makes fMRI
esults interesting from a larger perspective (see below, Section
), it also imposes specific problems for an interpretation of these
esults in cognitive terms. Several factors complicate a straight-
orward interpretation of fMRI data. First, a BOLD response may
ither be due to inhibitory or excitatory synaptic inputs. This issue
as been described in a recent review by Logothetis [46]: while an

ncreased excitation results in an enhanced BOLD response if a cer-
ain threshold is crossed, an increased inhibition may either also

nhance metabolic activity, as found, for instance, in the rat hip-
ocampus [1], or attenuate the BOLD response due to an overall
eduction of network activity. As described by Buzsaki et al. [11],
his issue is particularly relevant for structures which are toni-
ally active and modulated by inhibitory inputs. One example is
in Research 200 (2009) 1–6 3

the thalamus, which receives GABAergic inputs from the basal gan-
glia: because energy consumption and BOLD response are most
closely coupled to synaptic activity rather than spikes [45], an
increased firing rate in the basal ganglia does not directly affect
metabolism in the same region, but enhances energy consumption
in the thalamus, although these inhibitory inputs lead to a reduc-
tion of thalamic firing rates [19]. Thus, BOLD responses and firing
rates are negatively correlated in this case. An even more complex
relationship applies in the case of dopaminergic inputs, which may
be either excitatory or inhibitory depending on the subtypes of
postsynaptic receptors and the level of presynaptic activity [42].
Recently, Schott et al. [65] directly showed that dopamine release
in the nucleus accumbens is accompanied by an enhanced nucleus
accumbens BOLD response. Reward consumption and expectation
increase the firing rate of both dopaminergic midbrain neurons [66]
and GABAergic nucleus accumbens cells [67]. Nucleus accumbens
neurons project back to the ventral tegmentum, where they inhibit
the tonically active dopaminergic neurons and thus establish a neg-
ative feedback loop. Interestingly, increased dopamine release in
the nucleus accumbens was also associated with an enhanced BOLD
response in the ventral tegmentum [65]. Taken together, these stud-
ies indicate that an increased BOLD activity in a particular region
only indicates enhanced inputs into this region, but cannot be taken
as evidence for the direction of this input (excitatory or inhibitory).

Second, the BOLD signal depends on integrated synaptic activity
across at least hundreds of milliseconds and thus does not provide
information at finer time scales. Thus, the same BOLD response may
arise from various different patterns of neural activity. This specific
complication is described further below. Third, BOLD responses do
not allow to distinguish whether neural activity is correlated, i.e.
they are independent of the degree of synchronization of activ-
ity within a given region. Only the effects of synchronization –
more reliable transmission of information to a downstream region
[63] and more efficient communication within neural networks
[30] – may be measured indirectly via an increased BOLD response
in that downstream region. Fourth, the phase of ongoing oscilla-
tory activity is not reflected in the BOLD signal [24]. It has been
shown in several studies that cognitive processes specifically affect
(or are affected by) the phase of oscillatory activity. For example,
an increased stimulus-related phase locking across trials of oscil-
latory alpha/beta activity is an important mechanism supporting
WM maintenance [60] and LTM encoding [61,25]. In addition to this
stimulus-related concentration of phases, several studies reported
cross-frequency coupling of the phase of oscillations in a lower fre-
quency range to the amplitude of activity in a higher frequency band
(e.g., [52,13,18,15,16]; this mechanism was suggested to be function-
ally relevant for multi-item memory processes [44,36]; see also last
chapter).

To summarize, the interpretation of BOLD activity in a certain
region is problematic if cognitive differences are not reflected in
the amount of total synaptic input to a particular region (which
appears to be the closest neural correlate of the BOLD response), but
only by differences in the ratio of excitation and inhibition, in the
peculiarity of neural activity on a fast time scale, or in the phase of
oscillatory activity. In the second part of this article, we will describe
why there are indeed good reasons to assume that this level of detail
is relevant for cognition. Based on a similar line of reasoning, it has
been argued that only electrophysiological methods which provide
information about neural activity with a high temporal resolution
index functionally relevant processes [8].

However, an inference from fMRI data to cognitive processes is

most likely valid in at least some conditions. Most fMRI experiments
only investigate relatively broad cognitive processes – e.g., declara-
tive versus procedural memory formation – and do not distinguish
between fine-grained processes such as the specific mental content
being memorized (exceptions are recent studies using multivariate
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ecoding techniques, e.g., [38,33,53,73,40]). It is likely that neu-
al activity supporting these broad processes can be found in wide
egions of the brain and not only in a highly localized region or in
ransient networks defined by very specific temporal activity pat-
erns: The success of neuropsychological investigations of patients
ith brain lesions shows that the brain is to some extent organized

n large modules, e.g., the Brodmann areas. At least in some of these
egions such as the primary visual cortex or the Broca area, lesions
ead to specific and circumscribed neuropsychological deficits, indi-
ating that they are specifically related to one particular function
no other region may take over this function, and no other func-
ion is impaired). This suggests that at this level, brain organization
nd cognitive processes can be considered modular [28] and may
e directly related. Similarly, category-specific regions have been
ound in the inferior temporal cortex of the ventral visual process-
ng stream (e.g., [39,21]). On the other hand, there are also examples

here no modular organization can be found in the brain. For exam-
le, while it has been estimated that a large number of around one
illion neurons in the hippocampus respond to each individual

timulus [76], these neurons are not spatially clustered [58,57]. Due
o this distributed stimulus representation scheme and the lack of a
opographical organization in the hippocampus, signals originating
rom the averaged responses of a large number of adjacent cells can-
ot be expected to reflect processing of specific stimuli or stimulus
ategories.

. Specific contribution and problems of scalp and
ntracranial EEG

As compared to fMRI results, data from surface EEG record-
ngs have a high temporal resolution and thus allow to distinguish
ifferent neural processes within the same region – although the
eparation of “regions” is difficult due to the low spatial resolu-
ion of this method. Therefore, these data allow to draw inferences
n cognitive processes whose neural correlates are specified by
heir level of excitation or inhibition, by their neural signature (for
nstance, time-dependent alterations of activity in different fre-
uency bands) on a fast time scale, or by the underlying phase
ynamics. However, even though EEG allows to differentiate vari-
us activity patterns within a given brain region, the inference from
ctivation patterns in EEG to specific cognitive processes may be
quivocal as well. Several cases may be discussed here. First, event-
elated potentials (ERPs) provide direct evidence about the timing
f cognitive processing. For example, during an oddball paradigm,
arget versus standard stimuli produce an enhanced P300 com-
onent [72], but no difference in earlier visual ERPs. This indeed
rovides some information about the cognitive processes during
his task, because it shows that target processing occurs only after
arly visual processing has been finished. Furthermore, the P3 com-
onent could be further distinguished into the P3b component
elated to the behavioral relevance of this stimulus and the novelty-
elated P3a component, which is also enhanced by unexpected but
ehaviorally irrelevant stimuli. In contrast to the P3b component,
he P3a depends on the integrity of the hippocampus, which has
een clearly demonstrated by a study on patients with hippocampal

esions [41]. Contrary to the case of fMRI, where a BOLD response in
given brain region does not allow to infer whether this response is
ue to an increased excitation or inhibition, slow neocortical ERPs
ith negative polarities are indicators of an increased excitation,

nd ERPs with positive polarity are associated with inhibition (e.g.,
70]). This relationship is reflected by behavioral measures: during

Go/No-Go paradigm, slow positive EEG potentials in the NoGo-

ondition, which required inhibition of a prepared motor response,
ere associated with a reduced startle reflex [68]. Recently, we

ummarized findings suggesting that during memory formation,
he hippocampus delivers an inhibitory signal to the neocortex and
in Research 200 (2009) 1–6

renders stimulus representations sparser, which is accompanied by
positive hippocampal and neocortical ERPs [5].

Second, apart from ERPs, EEG recordings allow to distinguish
specific spectral patterns of neural responses. In general, field
potentials reflect synchronized synaptic inputs and may occur in
different frequency ranges, depending on the precision of neural
synchronization. Moreover, in general the size of a synchronized
neural assembly is inversely correlated with its synchronization
frequency, i.e. larger networks are synchronized at lower frequen-
cies [9]. Methods of time-frequency decomposition (e.g., using
wavelets) allow to study the time-varying frequency components of
a neural signal. These results are particularly interesting, because
oscillatory activity can also be investigated in electrophysiologi-
cal recordings in animals (and even in vitro). Therefore, inferences
from these data on cognitive processes may be inspired by cognitive
functions observed in animal research. For example, synchroniza-
tion of neural activity in the gamma frequency band (>30 Hz) seems
to be closely related to attentional and memory functions not only
in humans (e.g., [23,35]), but also in animals (e.g., [29]).

However, it should be noted that the inference from activity in a
specific frequency band to a cognitive process is not straightforward
either. First, oscillations in a certain frequency range may be caused
by very different mechanisms depending on brain region, which
have fundamentally different relations to behavior; for example,
while pronounced neocortical theta oscillations (between ∼3–8 Hz)
physiologically occur during drowsiness and sleep, hippocampal
theta oscillations in a similar range are, for example, associated with
environmental exploration. The mechanisms underlying gamma
oscillations in the neocortex and hippocampus differ as well [74].
Second, even in individual brain regions oscillatory activity may
be related to very different cognitive processes; for example, hip-
pocampal theta oscillations have been related to processes as
diverse as arousal, decision making, memory, orienting, anxiety,
navigation, and so on [10]. Finally, there is reason to assume that
cognitive processes are constrained by the energetic costs of the
underlying brain processes (see below), such that energetically
sparse processes are privileged. Due to the nonlinear relationship
between neural activity and energy consumption, an energetic level
cannot be directly inferred from neural activity, however [11]. In
this respect, measures of hemodynamic supply such as fMRI or
metabolism such as PET may be more directly related to the specific
constraints cognitive processes embodied in the brain.

Intracranial EEG recordings allow to bridge the gap between
cognitive neuroscience studies in human subjects and more mech-
anistic approaches to brain function in animal experiments. Due
to the invasiveness of this technique, it can only be conducted
in specific patient populations, most importantly patients with
epilepsy during presurgical investigations and patients undergoing
deep brain stimulation. In some cases, not only macroelectrodes are
implanted, which average across the activity of large groups of neu-
rons in a certain brain region, but also microelectrodes which are
suited for the investigation of action potentials of single neurons.
Recording activity from single neurons allows to distinguish neural
activity at an extremely fine temporal and spatial scale. However,
besides the poor availability of this technique in humans (single-
unit recordings are only performed in neurological patients in a
few large centers), even here a direct inference from neural activity
to cognitive function is questionable, at least as long as only the
frequency of action potentials is investigated: It is still a matter of
intense debate whether the firing rate of individual neurons is their
only property which is required for information processing. Any

measure of firing rate integrates over some interval which should
be larger than the typical inter-spike interval; therefore, informa-
tion about the exact time of occurrence of individual spikes is lost.
At least in rats, however, it has been shown that the exact timing of
individual spikes (with respect to theta phase) may provide infor-
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ation on spatial locations [54] and is relevant for putative cellular
echanisms of memory formation like spike-timing dependent

lasticity [48].

. The specific relevance of neural data

In the previous section, we have discussed the validity of an
nference from cognitive neuroscience results in different domains
fMRI, surface EEG and intracranial EEG) to cognitive processes.

e have argued that this inference is actually valid for both kinds
f data, but only if suitable cognitive processes are being inves-
igated and if the respective ambiguities are taken into account.
n a next step, we will discuss whether these neuroscientific data
nform cognitive theories similar to behavioral data, or whether
hey provide qualitatively different information. Several reasons
uggest that neuroscientific results add qualitatively different con-
traints, which are due to the fact that cognitive processes are
ctually implemented in the brain instead of in a computer. For
xample, the brain requires a vast amount of energy (around 20% of
he body’s energy for only 2% of its mass). Therefore, algorithms that
educe energetic costs are preferable, which restricts information
rocessing in the brain [43]. As described above, while fMRI and
ET data are closely related to energy consumption, electrophys-
ological recordings are not. Several studies actually suggest that
ognition is indeed constrained by the demand to be energetically
dvantageous. For example, BOLD responses in the prefrontal cor-
ex are negatively correlated with individual performance in simple
ensory-motor tasks, indicating that high-performing individuals
ecruit prefrontal resources more efficiently than low-performing
ubjects [62]. These data suggest that energetically more efficient
rocesses are also advantageous on a cognitive level.

Second, relating cognition with brain processes may help to fur-
her explain quantitative psychological findings. For example, the

M store has a restricted capacity of only a few items. While it
s still a debated question whether this capacity depends on the

aterial being maintained, it can be measured behaviorally and
as been estimated between about two items [20] and seven items
7,50], depending on the exact criterion. However, even if the WM
apacity was measured with infinite precision, it would still remain
n open question why exactly this number of items can be main-
ained. In other words, the empirical finding of the numerical value
f a psychological variable has only a rather limited explanatory
ower. Neuroscientific data can provide a more fundamental expla-
ation of these empirical findings. In the case of WM, a detailed
iological theory has been proposed by Lisman and co-workers
44,37] which has currently still not been demonstrated experi-

entally, but which makes testable experimental predictions and
ould, if confirmed, further explain the capacity of WM. Accord-

ng to this theory, each individual item in WM is represented by

eural assemblies defined by synchronized gamma band activity.
ultiple items are distinguished by the phase of simultaneous

scillations in the theta frequency range (see Fig. 1). For exam-
le, if the first item is represented by a gamma cycle at a certain

ig. 1. Maintenance of multiple items in working memory by cross-frequency cou-
ling. According to this model, individual items are represented by neural assemblies
ynchronized in the gamma frequency range, which occur at a specific phase of theta
and activity (figure modified from [36]).

[

[

in Research 200 (2009) 1–6 5

phase of theta band activity, the second item is represented by a
gamma cycle at a subsequent phase, and so on (this mechanism
would parallel the mechanism of “phase coding” in the hippocam-
pus of rodents during spatial navigation, [54]). As a consequence,
only a limited number of gamma cycles fit on one theta oscilla-
tion, and this number determines the WM capacity. If this model
will be confirmed by experimental evidence, it allows to explain a
quantitative psychological finding – the capacity of the WM store
– by relating it to underlying neural processes. It further allows for
several experimentally testable predictions: for instance, in case
of an altered dominant gamma or theta frequency, WM capac-
ity should be modified as well. At least within the hippocampus,
the frequency of gamma oscillations depends on the decay time
constant of inhibitory postsynaptic potentials [77]; drugs such as
benzodiazepines which increase the affinity of GABA to the respec-
tive receptor and thus prolong this time constant should decrease
WM capacity. Moreover, even if gamma and theta frequency remain
constant, WM should deteriorate if the coupling of gamma power
to theta cycles is impaired.

Finally, a (principally different) argument for the relevance of
neuroscientific data for cognitive theories states that a full under-
standing of functional processes requires that a connection to
the biological mechanisms underlying these functions may be
provided. An analogy to other body systems makes this point
understandable: even if a complete functional characterization of
processes within the liver is given (i.e. a complete description
of its relevance for various metabolic processes), one may still
demand that the cellular and molecular mechanisms underlying
these processes should be given. From this perspective, a com-
plete understanding of cognitive functions requires that also the
embodiment of these functions in the brain can be explained. Even
if neuroimaging results cannot unequivocally distinguish between
two psychological theories, they add relevant data on the cogni-
tive processes in question – by showing which brain regions are
activated and which processes occurred during the task. Obviously,
this perspective involves a different concept of “understanding”: it
suggests that a complete understanding of cognition also requires
to link it with results from other disciplines, such as neurobiologi-
cal experiments in animal research down to biophysical accounts of
receptor function. Such neurocognitive theories allow for a “deeper”
and more complete explanation of cognitive processes.
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